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Abstract. This paper concerns the processing of the 
outputs of the two opponent-color mechanisms in the 
human visual system. We present experimental evidence 
that opponent-color signals interact after joint modula- 
tion even though they are essentially independent under 
neutral steady adaptation and after exclusive modulation 
of each mechanism. In addition, prolonged modulation 
linearizes the response function of each mechanism. The 
changes in interaction serve to orthogonalize opponent 
signals with respect to the adapting modulation, and the 
changes in response functions serve to equalize the rela- 
tive frequencies of different levels of response to the 
adapting modulation. Adaptive orthogonalization re- 
duces sensitivity to the adapting color direction, im- 
proves sensitivity to the orthogonal direction, and pre- 
dicts shifts in color appearance. Response equalization 
enhances effective contrast and explains the difference 
between the effects of adaptation to uniform versus tem- 
porally or spatially modulated stimuli. 

1 Introduction 

For over a century, human color vision has been ex- 
plained in terms of the responses of three independent 
classes of cone photoreceptors and the linear combina- 
tion of cone outputs into three independent mechanisms, 
two opponent-color and one luminance. During this 
period, quantitative estimates of the absorption spectra 
of the cones and the second-stage combination rules were 
progressively refined to the point of general agreement. 
(For historical and mathematical background see Zaidi 
1992.) Little thought was given to later stages of color 
processing, because it seemed that the results of most 
color experiments could be adequately explained in 
terms of these mechanisms. However, the systematic 
nature of deviations was difficult to judge because stimuli 
were generally specified either in terms of spectral com- 
position or in terms of location in the CIE chromaticity 
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diagram rather than on a mechanistic basis [Judd (1932) 
and Le Grand (1949) being exceptions]. Recently, some 
experiments on chromatic discrimination, adaptation 
and induction directly examined the effects of stimulating 
opponent mechanisms exclusively and jointly (Table 1). 
The results of these experiments deviate systematically 
from predictions based on independent opponent mech- 
anisms and provide clues to the identity of post-oppo- 
nent processes. At a qualitative level, Krauskopf et al. 
(1986a, b) suggested that such results can be explained in 
terms of the responses of multiple (more than two) classes 
of "higher-order color mechanisms" which process the 
outputs of the two independent opponent classes. We 
present an alternative quantitative model that consists of 
just the two classes of opponent mechanisms but allows 
for an adaptable degree of interaction between their 
signals. Each state of adaptation is defined by a constant 
magnitude of mutual inhibition or excitation (possibly 
zero) between the two signals. This magnitude can 
change as a function of the history of stimulation. 

To demonstrate that the magnitude of interaction 
changes adaptively, we present an elaborated version of 
the chromatic adaptation experiment that provided the 
initial impetus for higher-order color mechanisms 
(Krauskopf et al. 1986a). In the elaborated version, theo- 
retically specified stimuli were used to measure the re- 
sponse (input-output) functions of the two opponent 
mechanisms and the degree of interaction between them, 
first during steady neutral adaptation, and then following 
prolonged viewing of a light that maintained the same 
average color while its chromaticity was slowly 
modulated. This type of modulation is believed to modify 
the responses of opponent mechanisms without affecting 
cone sensitivities (Krauskopf et al. 1982). We used adapt- 
ing chromatic directions that stimulated the mechanisms 
either exclusively or jointly. Comparison of the pre- and 
post-adaptation interaction measurements supported the 
theory that joint stimulation of opponent mechanisms 
changes the degree of interaction between their signals 
(Zaidi and Shapiro 1992a, b; Shapiro and Zaidi 1992a). 
This process is similar to the adaptive orthogonalization 
(Kohonen and Oja 1976; Kohonen 1984) and decorrela- 
tion (Barlow and F61di~ik 1989; Barlow 1990) processes 
that have been postulated in other neural domains. 
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Table 1. Chronological list of experimental results requiring post-opponent color processes 

Experiment Reference 

1. Adaptation to prolonged temporal modulation of color (threshold elevations) 
2. Transient change of chromatic adaptation 
3. Detection and discrimination of step color changes 
4. Induced simultaneous contrast 
5. Color discrimination 
6. Tilt after-effect 
7. Adaptation to prolonged temporal modulation of color (asymmetric color matches) 
8. Masking by chromatic and luminance noise 
9. Discrimination between suprathreshold color changes 

Krauskopf et al. (1986a) 
Krauskopf et al. (1986a) 
Krauskopf et al. (1986a) 
Krauskopf et al. (1986b) 
Boynton et al. (1986) 
Flanagan et al. (1990) 
Webster and Mollon (1991) 
Gegenfurtner and Kiper (1992) 
Zaidi and Halevy (1991, 1993) 

After adaptation to a sinusoidally modulated light 
the differential sensitivity of each opponent mechanism 
was significantly more uniform over the response range 
than during adaptation to a steady light of the same 
average color, indicating that the shape of each response 
function depends on the distribution of inputs in the 
adapting stimulus rather than on just the average input. 
In particular the adaptive changes could not be explained 
by any reasonable notion of "fatigue". The functional 
model we propose for this type of adaptation is similar to 
the histogram transformation techniques used in digital 
image enhancement (Rosenfeld and Kak 1982; Gonzalez 
and Wintz 1987). 

2 Post-opponent chromatic mechanisms 

We assume that cone spectral sensitivities (L, M, S) cor- 
respond to the Smith and Pokorny (1975) fundamentals, 
and the second-stage mechanisms (RG, YV, V~) to those 
defined by the Krauskopf  et al. (1982) cardinal axes. (For 
a detailed justification, see Zaidi 1992.) In Fig. 1 we 
present a model of the chromatic mechanisms that 
follow the opponent  combination of cone signals. The 
first three stages constitute the mechanistic portion of the 
model. The first stage consists of two opponent signals 
(rg, yv) that are linear combinations of cone outputs 
(l, m, s): 

ro ~z 1 - 2 m  (la) 

yv oc s -- 0.023(l + m) (lb) 

At the second stage a fraction x~ of each signal is subtrac- 
ted from the other (throughout this paper, the subscripts 
"i" and "j" refer to "ro" or "yv"): 

Q,o = ro - xy~yv (2a) 

Qyv = yv - x,org (2b) 

Signals from the two mechanisms do not interact if 
xyv and x, o are equal to zero. The third stage assumes that 
in any state of adaptation each opponent mechansim has 
a limited response range described by logarithmic com- 
pressive functions with parameters ~ and fl on each side 

Fig. 1. Model for the post-opponent processing of chromatic signals 

of the adaptation level (Q = 0): 

R, = ~71og(ot, + fl+ Q,) - -~f log(~,) if Q, ~ O (3a) 

R , = ~ - ~ 7 1 o g ( c t , + f l i - Q ~ ) - ~ l o g ( o q  ) i f Q , <  0 (3b) 

For  each mechanism there is one value of ~,  but possibly 
different magnitudes of fl~+ > 0 and fl i  < 0 for positive 
and negative values of Qi, respectively. The complete 
response function is thus S-shaped and passes smoothly 
through (0, 0) with different amounts of compression in 
the positive and negative limbs. This form of the response 
function was chosen to set the differential response 
dR/dQ equal to 1/(~ + flQ) on each side of Q = 0. The 
differential response is inversely proportional to flQ, 
therefore greatest at the adaptation point. In those condi- 
tions where fl = 0, the differential response is equal to 
a constant (1/~) for the whole range of inputs, and 
R = Q/~.  

The static nonlinearity in (3) enables the model to 
account for chromatic discrimination at the adaptation 
point and other loci during a state of constant adapta- 
tion. Fitting the model to chromatic discrimination 
thresholds, i.e. estimating values of ~, fl, and x, requires 
an explicit decision rule. The last two stages depict one 
probabilistic decision rule and will be discussed in Sect. 6 
after the description of the experimental procedure. 
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3 Specification of color stimuli 4 Equipment 

We specified our stimuli in terms of their effect on the two 
opponent mechanisms. The entire range of lights used in 
this study is specified as a quadrilateral in Fig. 2 on 
a plane formed by two cardinal axes, RG and YV. The 
axes are specified in (L, M, S) cone excitations (MacLeod 
and Boynton 1979). The center of the plane (W) is an 
achromatic white. Lights along the vertical (YV) axis 
vary only in S-cone excitations. Along the horizonal (RG) 
axis, S-cone excitation is constant, whereas L and M cone 
excitations change in equal and opposite fashion. These 
axes are taken as orthogonal because transitions between 
lights along each axis stimulate only the corresponding 
opponent mechanism (la, lb). Krauskopf et al. (1982) 
showed that adaptation to prolonged temporal modula- 
tion along either cardinal axis did not affect thresholds 
along the orthogonal axis. In addition, within the equi- 
luminant plane, macaque lateral geniculate nucleus 
(LGN) parvoneurons in the _ (L -- M) class are stimu- 
lated exclusively by modulations along the RG direction, 
and neurons in the _ [S - (L + M)] class by modula- 
tions along YV (Derrington et al. 1984). The units along 
the axes are multiples of the amplitudes of thresholds at 
W measured during steady adaptation to W, and will be 
used throughout the paper. These units also specify lights 
in terms of angular direction around IF. 

The lights in Fig. 2 differed in chromaticity but were 
all at a luminance of 50 cd/m 2, thus excluding the 
luminance mechanism from responding to any 
transitions between these lights. The two opponent 
mechanisms were stimulated exclusively by modulating 
chromaticities along one of the two cardinal directions, 
and stimulated jointly to a specified degree by chro- 
maticities along the appropriate intermediate line. 
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Fig. 2. The quadrilateral represents the range of equiluminant lights 
(50 ed/m 2) used in this study. The center and the ends of the axes are 
specified in (L, M, S) cone excitations. W, the center of the plane is an 
achromatic white. Lights along the vertical (YV) axis vary only in 
S-cone excitations. Along the horizontal (RG) axis, S-cone excitation is 
constant whereas L- and M-cone excitations change in equal and 
opposite fashion. Units along axes are multiples of the threshold ampli- 
tudes at IF. Lights are also specified in terms of angular direction 
from W 

Stimuli were displayed on the screen of a Tektronix 
690SR color monitor refreshed at the rate of 120 inter- 
laced frames/second. Images were generated using an 
Adage 3000 raster-based frame-buffer generator. 1024 
output levels were specifiable for each gun. Up to 256 
colors could be displayed on the screen in any frame. The 
color of an image was modulated sinusoidally in time by 
cycling through a pre-computed color array. Up to 240 
colors could be changed during the fly-back interval in 
a screen refresh. The 512 • 480 pixel display subtended an 
angle of 10.67 ~ x 10 ~ at the observer's eye. Details of the 
calibration and color specification can be found in Zaidi 
and Halevy (1993) and Sachtler and Zaidi (1992). All 
stimulus presentation and data collection was done 
under automatic computer control. 

5 Experimental procedure 

We estimated the parameters of the response functions 
and the magnitude of interaction from sets of chromatic 
discrimination thresholds. For a set of pre-determined 
points (F) on the color plane, the procedure outlined in 
Fig. 3 was used to measure the distance P along a pre- 
determined color line at which the observer could dis- 
criminate between the two colors F + 0.5P and F - 0.5P 
with a probability of 0.71. Thresholds were measured 
both during steady adaptation to IF, the pre-adaptation 
condition, and after the color of the field had been 
modulated sinusoidally (1 Hz) symmetrically around 
W to the ends of the plane along one of the 0-180 ~ 
45-225 ~ , 90-270 ~ , or 135-315 ~ lines in Fig. 2, the post- 
adaptation condition. In the pre-adaptation condition, 
the observer initially adapted to a steady field metameric 
to W for 120 s. The steady W field was on for an addi- 
tional 0.6 s to make the pre- and post-adaptation condi- 
tions similar. For a period of 0.25 s the field flashed to the 
color F. During the first 0.025 s of the flash, a probe was 
presented as two halves of a disk, one half at F + 0.5P 

Adaptation 
(steady or 
modulated) 

120s / 10s 

Steady 
White Field 

.6 s 

Flashed Field Flashed Field 
and Probe 

.025 s .225 s 

Fig. 3. Experimental procedure. The observer initially adapted to 
a steady, 10 ~ x 10 ~ field metameric to W(120 s). For a period of 0.25 s 
the field flashed to a pre-determined color (F). During the first 0.025 s of 
the flash, a probe was presented as two halves of a disk (one at 
F + 0.5P, the other at F -- 0.5P). The observer indicated whether the 
division of the disk was horizontal or vertical. After each trial the 
observer re-adapted to W (10 s). After pre-adaptation thresholds were 
measured, the observer adapted to sinusoidal temporal modulation of 
the color of the 10 ~ square field (120 s). Thresholds for the same 
combination of F and P were remcasured. After each trial there was 10 s 
of re-adaptation. 
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and the other at F - 0.5P. The division of the disk was 
randomly presented as horizontal or vertical, and the 
observer had to make a forced choice as to the orienta- 
tion. After each trial the observer re-adapted to W for 
10 s. A double random staircase was used to vary P, the 
probe amplitude along the pre-determined color line. 
Threshold was calculated as the mean of 12 transitions. 
In the post-adaptation conditions, the observer adapted 
for 120 s to temporal modulation of the color of the 10 ~ 
field along one color line. Thresholds at the same set of 
points F and the same color directions of P as the 
pre-adaptation condition were remeasured by the same 
procedure. After each trial there was 10 s of re-adapta- 
tion to the modulation. A steady W field was presented 
for 0.6 s after each modulation interval to let any transi- 
tory effects die out and to restore the adaptation level of 
the cone photoreceptors to W. The probe was presented 
for a period brief enough to not significantly affect the 
state of adaptation, while allowing for thresholds to be 
measured for a range of combinations of F and P (Zaidi 
et al. 1992). We were thus able to measure discrimination 
thresholds at the adaptation point and other loci in the 
same state of adaptation. As will be shown below, we 
estimated the response and interaction parameters of the 
model by using flashes (F) along one cardinal axis and 
probes (P) in the parallel or orthogonal direction. 

Complete sets of data were collected for the second 
author (A.S.) and a naive observer (K.B.). Both observers 
had normal color vision and acuity. 

6 Decision rule 

The last two stages of the model in Fig. 1 depict the 
decision rule used to fit the model to the discrimination 
thresholds. At the fourth stage, for every stimulus combi- 
nation of F and P, the model generates values for ~q's, the 
independent probabilities of discriminating between 
F + 0.5P and F -- 0.5P by each mechanism. For  each Fi 
this probability was assumed to be proportional to 
R(FI + 0.5P~) - R(F~ - 0.5Pi), thus generating a psycho- 
metric function that monotonically increases with probe 
amplitude. For  analytical convenience, this probability 
was approximated by the differential response of the 
mechanism (slope of the response function in Eq. 3) 
at the level corresponding to the input F~, multiplied 
by the input to the response function from the probe 
amplitude Pi: 

d/i=0.71Q(Pi)d~QQ=Q,F, = 0.71[ -Q(P') 
or, + fl, Q(F,) (4) 

The probability of discrimination by the observer was 
calculated as the joint probability of discrimination by 
either one or both of the mechanisms: 

Given a set of parameters and the projected flash ampli- 
tudes (F,a, Fro), the model predicted threshold to be 
equal to the amplitude in the probe direction (P,g, Pyo) 
for which the combined probability equalled a criterion 
level of 0.71. 

7 Pre-adaptation results 

In Fig. 4, the open circles show the amplitude of pre- 
adaptation probe thresholds (P3 along one of the 
cardinal axes, as functions of the flash amplitude (F~), 
defined as the number of units along a cardinal axis 
between the flashed mid-point of the two halves of the 
probe disk and the adaptation point W. The dashed lines 
show the best fits of the model to the pre-adaptation 
data. Each panel shows results for distinct flash and 
probe direction combinations. The units along the ab- 
scissa and the ordinate are equal to the units on the 
corresponding cardinal axes in Fig. 2. The inset in the top 
right corner of each panel depicts a typical combination 
of F and P on an outlined replica of the color plane from 
Fig. 2. 

In Fig. 4A, the inset indicates that flash colors (dot) 
were located on the RG axis, and the two halves of the 
probe (arrowheads) differed along the same axis. The 
open circles show that threshold amplitudes were 
smallest at the steady adaptation point (F,g = 0) and 
increased on both sides with increasing flash amplitude. 
If there is no interaction between the mechanisms, then 
the transition from W to flashes and probes on the RG 
axis does not stimulate the YV mechanism, so that in the 
model Q(Fy~)= Q(Pyv)= O, Q(F,g)= F,g and Q(P,g) 
= P,g. Consequently, (4) and (5) predict that on each side 

of Frg = 0 the threshold probe amplitude should be a 
linear function of the flash amplitude: 

P,g = ~% + fl,g F, 9 (6a) 

In the condition in Fig. 4B, the inset shows that flashes 
were metameric to colors on the YV axis and the probe 
halves differed along the same axis. The pattern of results 
is similar to that for the RG axis. Under similar assump- 
tions of zero interaction as in (6a), the model predicts: 

Pyv = ctr~ + fly~Fy~ (6b) 

The reasonably good fits of the dashed lines to the open 
circles in Fig. 4A, B indicate that the logarithmic 
response functions in the model provide a suitable sub- 
strate for the probe thresholds. In addition, on each side 
of the adaptation point, the intercept and slope of the 
best-fitting regression line provide estimates of ~i and fli, 
respectively. 

The magnitude of interaction was estimated from the 
differential response of each mechanism at increasing 
activation levels of the other mechanism. As the insets in 
Fig. 4C, D indicate, probe thresholds parallel to each 
cardinal axis were measured at different flash points 
along the orthogonal axis. In Fig. 4C, D some of the open 
circles are obscured by the filled symbols, and the dashed 
lines are obscured by the solid lines. If tq's are small, the 
model predicts that probe thresholds parallel to one axis 
should increase approximately linearly with the ampli- 
tude of flashes on the orthogonal axis, such that for 
Fig. 4C: 

magnitude of the slope = x,gflyv (7a) 
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Fig. 4A-D. Comaprison of pre-adaptation thresholds (�9 with post- 
RG adaptation (A) and post-YV adaptation ( I ) .  Dashed and solid 
curves are the best fits of the pre- and post-adaptation models, respec- 
tively. For the pre- and each post-adaptation condition, all parameters 
of the model were simultaneously optimized to the four panels using 
a Nelder-Meade simplex algorithm. The inset in each panel refers to the 
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color plane (Fig. 2): the dot  shows the location of a typical flash and the 
arrows indicate the color direction in which the two halves of the probe 
were varied. Probe amplitudes (P,g or Py~) are plotted against flash 
amplitudes (F, o or Fy~) in threshold units of the cardinal axes. Standard 
errors were 10-20% of the mean value. Data are presented for one 
color-normal observer, K.B. 

and for Fig. 4D: 

magnitude of the slope = ryo fl,g (7b) 

If there were no interaction between the mechanisms, the 
threshold curves would have zero slopes. However, the 
threshold curves are shallow but not perfectly flat; there- 
fore, the estimated r~'s were small but not zero, indicating 
minimal interaction between the mechanisms under 
steady adaptation to IV. Since the magnitudes of the 
slopes are small, estimates of xi's by this method can vary 
over a small range. 

Because the analytic expressions in (6a, b) and (7a, b) 
were derived on the basis of restrictive assumptions, we 
used the estimates of the parameters based on these 
equations as approximations. These approximations 
were used as starting values for a Nelder-Meade simplex 
algorithm (Press et al. 1988) which varied the values of all 
parameters of the model to find the best simultaneous fit 
to the four sets of discrimination thresholds�9 The pre- 
dicted threshold curves in the figures in this paper are 

based on the Nelder-Meade estimates�9 For the preadap- 
tation data, the Nelder-Meade estimates were close to 
those derived from the analytic expressions�9 

8 Processes of adaptation to modulated stimuli 

In terms of the model, we assume that adaptation to 
sinusoidal modulation of colors around a constant de 
level can modify both the response of each mechanism 
(Fig. 5A) and the magnitude of interaction (Fig. 5B). The 
three models in Fig. 5A make distinct predictions for 
thresholds measured at flashed loci on the same cardinal 
axis as the probe direction: 
Fig. 5A top. If the effect of adaptation can be represented 
as a multiplicative attenuation of the gain of the signal 
that is input to the nonlinear response function, i.e. 
Qpost = Qp,e/#, then from (4) the model predicts post- 
adaptation threshold curves that have intercepts elevated 
by the factor #, but slopes identical to pre-adaptation 
thresholds. If as and fli are the pre-adaptation response 
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A 

Change in response function 

1/It 

1N 

B 

Change in interaction 

, r 

Fig. 5. Models: A Three possible effects of adaptation on the response 
function; B change in interaction parameters as a result of adaptation 

parameters, then after adaptation: 

Pi = I~i + fliFi (8a) 

Fi9. 5A middle. If the effect can be represented as a multi- 
plicative attenuation of the gain of the output signal of 
the nonlinear response function, i.e. Rpost = Rp,e/o so that 
the derivative dR/dQ~s ,  = dR/odQp,e, then from (4), the 
model predicts elevations of both the intercept and slope 
of the post-adaptation threshold curves by the same 
factor 

Pi = o~i + o~iFi (8b) 

Fig. 5A bottom. If the form of the nonlinearity is itself 
adaptive, then adaptation could lead to independent 
changes in ~i and fl~ of the logarithmic form of the 
response function. In this case threshold curves should 
remain linear, but with independent changes in intercept 
and slope from the pre-adaptation condition: 

Pi = ~ + fli~posoFi (8c) 

Fig. 5B. The effect of a change in the interaction para- 
meters can be less obvious on the graphs. As (7a, b) 
indicates, if fl~'s do not change, then an increase in 
x j ( j  # i) predicts an increase in the slope of the probe 
thresholds measured parallel to one axis against the 
amplitude of flashes on the orthogonal axis. However, if 
fl[s are affected by the adaptation procedure, then even 
no change in slope can indicate a change in the magni- 
tude of interaction between the two mechanisms. 

9 Post-adaptation results (RG and YV) 

Figure 4 also shows post-adaptation thresholds for the 
same combinations of F and P measured after adapta- 
tion to modulation along the R G  (triangles) or Y V  
(squares) axes. Compared to the pre-adaptation results, 
after R G  adaptation (Fig. 4A), thresholds for P,g are 
maximally elevated at F, 0 = 0 and have shallower slopes. 

The multiplicative gain control factors /~ and o of the 
adaptation models were estimated from the ratio of post- 
adaptation to pre-adaptation intercepts [(8a, b) vs 
(6a, b)]. The dotted lines parallel to the pre-adaptation 
curves are the prediction from (8a), the dotted lines with 
the steeper slopes from (8b). Neither multiplicative gain 
change model fits the data. It is obvious that no combina- 
tion of the two multiplicative models will fit the data 
either. The solid lines are predictions from (8c) and pro- 
vide a good fit. The effect of adaptation to color modula- 
tion was to increase the magnitude of 0t, 0 and decrease the 
magnitude of fl,0, thus attenuating the differential re- 
sponse at the dc level but expanding the approximately 
linear range of response. Similarly, after Y V  adaptation 
(Fig. 4B) the change in Y V  thresholds as a function of Y V  
flashes was not consistent with either multiplicative 
model (dotted lines), but could be explained by changing 
both ~y~ and flyo (solid lines). Previous studies of adapta- 
tion to color modulation measured thresholds only at W, 
i.e. intercepts, and therefore could not distinguish be- 
tween these three possibilities. 

Figure 4C, D shows the effect of R G  and Y V  adapta- 
tion, respectively, on the interaction betwen the mechan- 
isms. The post- and pre-adaptation points overlap, 
indicating no significant change in x's. The post-adapta- 
tion fl's are smaller, therefore for slopes equal to pre- 
adaptation slopes, the post-adaptation x's are slightly 
greater (7a, b). 

Consistent with minimal interaction, RG adaptation 
did not appreciably affect the magnitude of the Pyv 
thresholds measured at Fy, loci, and Y V  adaptation did 
not affect Pro thresholds measured at F, 9 loci. Prolonged 
stimulation along each cardinal axis, therefore, mainly 
modified the response parameters of the corresponding 
mechanism. 

10 Post-adaptation results (45-255 ~ and 135-315 ~ 

Temporal modulation along the 45-225 ~ color line 
stimulates the RG and Y V  mechanisms jointly, such 
that in the units of Fig. 2, ro(t) = yv(t) for all times t 
during the modulation. For modulation along 135-315 ~ , 
ro(t) = - yv(t). Post-adaptation measurements of 
(F,g, P,g) and (Fry, Pyv) combinations showed that joint 
stimulation affected both response functions in a manner 
similar to exclusive stimulation, but each effect was less 
pronounced than exclusive stimulation of that mecha- 
nism. The interesting results are the effects on interac- 
tions shown in Fig. 6A-D. Figure 6A-D shows 
pre-adaptation thresholds (circles, same data as 
Fig. 4C, D) and thresholds measured after adaptation to 
modulation along 45-215 ~ (squares) and 135-315 ~ (tri- 
angles). The increase in Pi threshold at Fj = 0 reflects the 
change in the response function of the "i" mechanism. 
The pre- and post-adaptation slopes are different, indic- 
ating a significant increase in interaction between 
opponent mechanisms as a result of joint stimulation. 
These sets of thresholds can provide information 
about the magnitude but not the sign of the interaction 
parameters. 
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11 Combination of opponent signals in intermediate 
color directions 

Since transitions from W to points on intermediate color 
lines stimulate both opponent mechanisms simulta- 
neously, magnitudes of probe thresholds in intermediate 
directions can also be used to test models of the combina- 
tion of opponent signals. In this section we compare pre- 
and post-adaptation thresholds measured at W along the 
0, 22.5, 45, 67.5, 90, 112.5,.135, and 157.5 ~ directions. This 
portion of the study is a modified version of the Kraus- 
kopf et al. (1982, 1986a) adaptation experiment. The 
differences (Fig. 3) are that we used a forced-choice pro- 
cedure, different spatial and temporal conditions, and 
probes that varied symmetrically on both sides of 14'. The 
results, however, were qualitatively similar. 

The insets in the top-right corners of Fig. 7A-D 
indicate that all four graphs present probe thresholds 
measured at W in cardinal and intermediate directions. 
The abscissae represent the projection of the threshold 
probe amplitude on the RG axis and the ordinates the 
projection on the Y V  axis. The units on the axes corres- 
pond to the units in Fig. 2. The open circles in all four 
panels represent the same set of mean pre-adaptation 

thresholds. The angle subtended by the line joining each 
open circle to the origin indicates the color direction of 
the probe, and the radial distance from the origin is equal 
to the threshold amplitude. The bars through the means 
represent plus and minus one standard deviation in the 
probe direction. Collectively, the pre-adaptation data 
have a circular form. The dotted line is the best fit of the 
model constrained to have zero interaction. The reason- 
ably good fit corroborates the earlier result that under 
neutral steady adaptation the two opponent mechanisms 
do not interact appreciably, and demonstrates that thresh- 
olds in intermediate directions can be predicted by the 
probability summation decision rule. 

The filled circles in Fig. 7A-D show probe thresholds 
in intermediate directions measured after adaptation to 
modulation along 0-180 ~ 90-270 ~ 45-225 ~ and 
135-315 ~ respectively (label on top of each panel). In 
each of the four panels, the solid line indicates the best fit 
of the model to the data in the panel, and the dashed line 
indicates the best fit when the model was constrained to 
have zero interaction between the mechanisms. 

Figure 7A shows that adaptation to modulation 
along the RG direction elevated threshold maximally 
along the RG axis, but did not significantly affect 
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threshould along the Y V  axis. In the model this corres- 
ponds to changes in the RG response function combined 
with no change in the Y V  response function. The solid 
and dashed curves are similar and both provide reason- 
ably good fits to the data, corroborating the earlier 
analysis that RG adaptation did not significantly affect 
the interaction between the two mechanisms. Figure 7B 
shows that adaptation to modulations along the YV 
direction did not significantly elevate thresholds along 
the RG axis, and had the maximum effect in the YV and 
112.5 ~ directions. The dashed curve shows the best fit of 
the model when only the response parameters of the Y V  
and RG mechanisms were allowed to vary. The solid line 
shows the best fit when response and interaction para- 
meters were all allowed to vary. Whereas the solid curve 
provides a better fit to the data, the dashed curve cannot 
be rejected. 

Adaptation to modulations along the 45-225 ~ and 
135-315 ~ directions (Fig. 7C, D) had the effect of elevat- 
ing thresholds along both cardinal axes, indicating 

changes in both RG and YV response functions. In both 
cases, the maximum increase in threshold was at or near 
the color direction of the adapting modulation and there 
was no significant elevation in the orthogonal direction. 
In the 45-225 ~ adaptation panel (Fig. 7C), the fit of the 
model with positive x~'s (solid curve) is better than the fit 
of the model with zero interaction (dashed curve), espe- 
cially in the 45 ~ and 135 ~ probe directions. In the 
135-315 ~ adaptation panel (Fig. 7D), the best fit with 
negative x}s (solid curve) is better than the zero inter- 
action fit (dashed curve), especially towards the 45 ~ probe 
direction. In both Fig. 7C and Fig. 7D, the solid lines 
correctly predict no significant threshold elevation in the 
direction orthogonal to the adaptation, whereas the 
dashed lines incorrectly predict an elevation. This differ- 
ence highlights one of the functional advantages of an 
adaptive change in the magnitude and sign of interaction 
- sensitivity to the orthogonal direction remains high 
despite changes in the response functions. In addition, 
the dashed curves respresenting predictions from 



independent opponent mechanisms can only predict 
maximum threshold elevation in one or the other cardi- 
nal direction (except for the case where thresholds are 
elevated equally in all directions). The pattern of results 
shOwing maximum elevations in intermediate directions 
refutes this prediction, and was used by Krauskopf et al. 
(1986a) as the basis for postulating multiple higher-order 
color mechanisms. The solid curves show that this pat- 
tern of threshold elevations can be predicted by adaptive 
changes in interaction between just two opponent 
mechanisms. 

An alternative analysis of the thresholds around Win 
Fig. 7A-D, in terms of discrimination ellipses, provides 
an intuitive feel for the adaptive change in the combina- 
tion of the opponent signals. For these thresholds 
Fro = Fy~ = 0, and the response function can be taken as 
linear in the neighborhood of zero with a slope equal to 
1/~. Equation 3 is simplified so that the response R~ is 
equal to Qd~q. The analysis can be simplified by replacing 
the probability summation-based decision rule by a 
Euclidean response combination rule that sets the thresh- 
old in any direction equal to the probe amplitude at 
which a combined response given by 

gcom b 2  = gr a2 + gy v2(erg-KyvPyv~ 2 =  ---~ra /I + ( eyv~K-'rgera~2~yv ] 

(9) 

reaches some constant criterion value. When the right- 
hand side of (9) is expanded and set equal to a constant: 

~--~2 +OC2]--rg+ -~-+  2 / - -yv--2  +~.-.~}ProPyv rg yv / O~yv O~rv / \ O~rg O~yv ] 

= constant (10) 

If the r~'s are both zero, then (10) includes nonzero 
coefficients for the square terms p2 and p2,  but no 
nonzero coefficients for the cross-product term P,gPy~, 
i.e. it will describe either a circle or an ellipse with major 
axis aligned along R G  or YV. For the pre-adaptation 
response parameters, the thresholds predicted from (10), 
plotted on the same axes as Fig. 7, form a circular pattern 
consistent with the data. If a particular adaptation pro- 
cedure increases one or both ~q's but leaves xi's un- 
changed at zero, the circle will be elongated into an 
ellipse with major axis along one of the cardinal axes, 
consistent with the RG and Y V  adaptation data in 
Fig. 7A, B. The major axis of the ellipse will tilt towards 
an intermediate direction if, and only if, there are signifi- 
cant coefficients for the cross-product term in the expres- 
sion, i.e. if the xi's are not equal to zero. The major axis 
will fall in the 0~ ~ quadrant if both r~'s are positive, 
and in the 90~ ~ quadrant if both are negative. There- 
fore, if there are just two discrete classes of opponent 
mechanisms, then the patterns of post-adaptation results 
in Fig. 7C, D require changes in mutual interaction 
between them, irrespective of the decision rule. 
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12 Shifts in color appearance 

Besides discrimination thresholds, the effects of chro- 
matic adaptation have traditionally been studied by 
matching the appearance of tests in a patch of retina 
exposed to the adapting stimulus to fields in a patch of 
retina under neutral adaptation (Wyszecki and Stiles, 
1982). Webster and Mollon (1991) showed that there 
were systematic shifts in color appearance when the 
adapting stimuli consisted of modulations along color 
lines. We have used our model to simulate the shifts in 
color appearance that would be predicted for lights 
whose chromaticities fall on a circle of radius 6 centered 
at Win Fig. 2, if they were presented in the test configura- 
tion in Fig. 3 after adapting to the modulations used in 
this study. The ~'s, fl's and x's for the pre- and post- 
adaptation conditions were those estimated from the fits 
to the threshold data for observer K.B. Each light on the 
circle (spaced at angles of 22.5~ was defined in terms of 
its projections (rgN, yvN). For each post-adaptation con- 
dition we calculated the response of the two opponent 
mechanisms to this light post Rpost [ R~ o (rgN), y~ (yvN)], using 
the post-adaptation parameters. We then assumed that 
(rgN, yVN) imaged on a patch of adapted retina would 
match a different light (rgM, yVM) imaged on a patch of 
retina under steady adaptation to W, if and only if 

pre post R,o (roM) = R,o (rgN) (lla) 

and 

pre post Rrv (yvM) = Ryv (yvN) (llb) 

The values for (rgM, yVu) were obtained simply by using 
the following back-tranformed version of (2) and (3): 

l [o~ra (eBrgR,g_ l) w lCYVO~YV (efly.,Ryo l) 1 
rgu  = 1 -- xy~x,a fl'o fly-----~ -- 

(12a) 

1 [~ (e,y,s,o 1) + tcr'~tr_.__.__~a (e,rggr, __ 1)] 
yVM = 1 - xyox, o fly~ fro 

(12b) 

where the ~t's, fl's, x's are the pre-adaptation parameters 
= = Ryv (YVN). for the observer, R, o R~St(rgN) and Ryv post 

The simulation results are shown in Fig. 8A-D for 
adaptation to modulation along the RG, YV, 45-225 ~ 
and 135-315 ~ lines respectively. Each panel is centered at 
W with RG and Y V  as axes. Under steady adaptation to 
IV, the center appears achromatic, saturation increases 
along each radial line out from W, and lights along 
a circle centered at W vary systematically in dominant 
hue. In each panel the open circles show the chromatici- 
ties (rgN, yvs) of the test colors, the filled circles show the 
chromaticities (rgM, yvM) of the matched colors, and the 
dashed line shows the direction of adapting modulation. 
In each panel, after modulated stimulation, lights on the 
circle are matched by lights that fall on an ellipse whose 
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Fig. 8. Numerical simulations of 
shifts in color appearance after 
adaptation to modulation along 
the A RG, B YV, C 45-225  ~ and 
D 135-315 ~ directions. The open 
circles in all panels represent the 
chromaticities of test lights imaged 
on a post-adapted part of the 
retina. The filled circles represent 
the chromaticities of lights imaged 
on a pre-adapted part of the retina 
that will match the test lights in 
appearance. The parameters used 
for the simulations were those 
estimated from Figs. 4 and 7 

major axis is roughly orthogonal to the adapting direc- 
tion. The simulations predict two main effects on appear- 
ance: a decrease in perceived saturation of lights that fall 
on or near the adaptation locus, and a shift in perceived 
hues away from the adaptation locus. These shifts are 
qualitatively similar to those measured by Webster and 
Mollon (1991). It is worth reiterating that without 
a change in interaction parameters, it is not possible to 
get ellipses oriented along other than the cardinal direc- 
tions. Any difference between simulated results and em- 
pirical measurements in the size of the ellipses is probably 
not important. We find that we can shrink the size of our 
ellipses by assuming a greater amount of adaptation. 
Krauskopf and Zaidi (1985, 1986) found that the effect of 
adapting to modulated colors is greater when the 
modulated and test fields are spatially identical, as was 
the case in Webster and Mollon's procedure. There is one 
major point of disagreement. Webster and Mollon (1991) 
reported decreases in perceived saturation along each 
cardinal axis after adaptation to modulation along the 
orthogonal axis. The simulations predict no such change, 
which corresponds to the absence of significant threshold 
elevations after adaptation to orthogonal modulation. 
The causes of this difference between thresholds and 
asymmetrical matches are not clear. 

13 Adaptive orthogonalization 

The purpose of adaptive processes at early stages of the 
visual system is to provide an efficient representation of 
signals for succeeding stages. At every stage, stimuli that 
vary on more than one dimension are represented by the 
distribution of responses of different classes of elements 
with limited dynamic range, each class predominantly 
sensitive to one of the dimensions. Discrimination is 
based on the difference in combined response, i.e. "dis- 
tance" in a multidimensional representation space. If 
a majority of the target stimuli are represented in a re- 
stricted angular area of this space, discrimination perfor- 
mance can be improved on average by introducing a 
mutual interaction between different classes so as to 
expand the angular extent of this area, thus increasing the 
"distance" between the respresentations of the relevant 
stimuli (Barlow 1990). In general, the optimal representa- 
tion corresponds to a level of interaction at which the 
responses of different classes to the target stimuli 
are mutually orthogonal on average (Kohonen 1984). 
We show below that the magnitude of interaction 
between opponent mechanisms in different states of ad- 
aptation is consistent with an adaptive orthogonalization 
process. 



In our functional model, the values of x[s are dynam- 
ically adjusted in proportion to the correlation or the 
scalar product of the stimulations Qrg(t) and Qr~(t) during 
the adaptation interval: 

d(x'a' xr~) = - fi ~ Q,g(t)Qr~(t)dt (13) 
dt 

where fi is a constant governing the rate of change and 
A is the adaptation interval. The stable state is reached 
when dx /d t  = 0, i.e. when Q,g(t) is orthogonal to Qr~(t). 
This idea adapted is from Kohonen and Oja (1976) and 
Barlow and Foldiak (1989). Substituting from (2), the 
stable state is reached for the values of x,g and xy~ that 
satisfy: 

S [rg(t) -- xr~yv(t)] [yv(t) -- x,grg(t)]dt = 0 (14) 
A 

The adapting stimuli in this study consisted of sinu- 
soidal temporal modulation of chromaticities along a 
color line of angle 9. Therefore, during adaptation 
rg( t )=cos(~)s in ( t )  and yv( t )= sin (~) sin (t), and (14) 
simplifies to: 

(cos 9 - xro sin;9) (sin 0 - xrg cos~) = 0 (15) 

Since this is only one equation in two unknowns, x,g, and 
xr~, there is no unique solution. However, it is obvious 
that if the angle of adapting modulation 9 is equal to 0 ~ 
or 90 ~ the conditions for a stable state are satisfied when 
x,g = xy~ = 0, consistent with the empirical results. For  
intermediate values of ~ the stable state conditions are 
satisfied by: 

sin 
x,g = cos 0 (16a) 

cos 
xr~ sin 0 (16b) 

For  0 = 45 ~ the stable values are x,g = xrv = 1 and for 
= 135 ~ x~g = xro = - 1. The xi's required for the fits in 

Fig. 7 had the predicted signs but smaller magnitudes. 
This may partially be because the adaptation process 
progresses towards but does not reach a stable state in 
our experimental conditions. 

In mechanistic terms, adaptive orthogonalization 
could be achieved by an inter-unit mechanism that com- 
putes the scalar product of the two time-varying func- 
tions Q~g(t) and Qrv(t) and modifies the values of xi's at 
the input to Qj's according to (13). However, the simpli- 
city of the stable-state solutions in (16a, b) shows that 
adaptive orthogonalization will also result if at each Q~ 
node the value of xj is adaptively set to minimize 
~A Q~(t)dt. At 8 equal to 0 ~ or 90 ~ r,g = xrv = 0 leads to 
the minimization of the two signals. For  intermediate 
values of 9, the minimization rule is equivalent to setting 
x's so that: 

S rg(t)dt - xr~ ~ yv(t)dt = 0 (17a) 

yv(t)dt - x,g ~ rg(t)dt = 0 (17b) 
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The solutions for (17a, b) are identical to the orthogonal- 
state values of x~'s in (16a, b). The minimization rule has 
the advantage that a process that sets the efficacy of 
a synapse based on the time-integrated difference be- 
tween the values of two signals will be easier to imple- 
ment than one that depends on taking the scalar product 
of two time-varying functions. In addition, in this scheme 
adaptive orthogonalization can be achieved by using 
a feed-forward process instead of the feed-back networks 
proposed by Kohonen and Oja (1976), Barlow and 
Foldiak (1989), and Atick et al. (1993). 

Changing x's from zero to positive values as a result 
of prolonged modulation along the 45-225 ~ line trans- 
forms the space so that the angular area around the 
45-225 ~ line expands and the area around the orthogonal 
135-315 ~ line shrinks. As a result, discrimination is im- 
proved in the direction orthogonal to the adapting 
modulation (Fig. 7C). This distortion of the representa- 
tion space is also reflected in the orientation of the major 
axis of the ellipse in Fig. 8C - hues in the vicinity of the 
45-225 ~ line appear more dissimilar after adapting to 
modulation along this line than under steady adaptation 
to IV, and hues in the vicinity of 135-315 ~ appear more 
similar. 

Psychophysical results that are inconsistent with in- 
dependent opponent mechanisms, can be explained 
either by adaptive orthogonalization or the higher-order 
color mechanisms of Krauskopf et al. (1986a, b). Since 
a model with multiple higher-order mechanisms will 
have a larger number of parameters, adaptive ortho- 
gonalization has the virtue of parsimony. Could physio- 
logical measurements critically decide between these 
theories? The studies by Derrington et al. (1984) and 
Lennie et al. (1990) are the most relevant because they 
used stimuli similar to the adapting modulations in this 
study. Derrington et al. (1990) found that neurons in 
macaque parvo-LGN clustered in two classes with re- 
spect to their chromatic properties. These classes corre- 
sponded to the opponent mechanisms in our model. In 
macaque cortical area V1, Lennie et al. (1990) found that 
though the responses of neurons were proportional to 
linear combinations of cone signals, those showing color 
opponency did not fall into the two groups seen in the 
LGN. Some neurons showed unusually sharp chromatic 
selectivity. Since the responses of cortical neurons can be 
described as linear combinations of responses (possibly 
rectified) of the two classes of L G N  neurons, the question 
reduces to whether the combination rule for each neuron 
is hard-wired or adaptable. This experiment remains to 
be performed. 

14 Adaptive response nonlinearities 

Since visual mechanisms have limited dynamic range, 
their sensitivity has to be modifiable in order for an 
organism to function in a large variety of naturally occur- 
ring light environments. The differences between the 
filled and open symbols in Fig. 4A, B indicate that differ- 
ential sensitivity over the dynamic range is governed 
not just by the mean adaptation level but also by the 
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distribution of inputs present in the adapting stimulus. 
As shown earlier, this difference cannot be explained by 
multiplicative "fatigue" (also see Shapiro and Zaidi 
1992b). We present a theory below that postulates that 
the most efficient use of a limited response range is to 
match the shape of the response function to the distribu- 
tion of inputs, so that on average each level of response is 
equally probable This theory explains why threshold 
curves are flatter after adaptation to sinusoidal modula- 
tion than during adaptation to a steady uniform field of 
the same average color. 

In any state of steady adaptation to a uniform field, 
the range of lights an observer can discriminate is 
severely limited. An observer can detect fairly small dif- 
ferences between lights that are similar to the adapting 
background, but requires fairly large differences to dis- 
criminate between lights that are further from the adapt- 
ing background. Craik (1938) showed that for a large 
range of steady brightness levels, brightness discrimina- 
tion threshold curves shift with the adapting level so that 
the minimum is at or near the steady adapting brightness 
level. Chromatic discrimination along the cardinal axes 
shows similar tendencies. The V-shaped curve formed by 
the open circles in Fig. 4A shows that thresholds for R G  
discrimination are minimum at W under steady adapta- 
tion to W. Shapiro and Zaidi (1992b) showed that when 
steady adaptation is shifted to other points on the R G  
axis, the V-shaped curve shifts laterally so that the mag- 
nitude of the minimum threshold stays constant but the 
locus of the minima coincides with the adaptation point. 
The Y V  discrimination threshold curve also shifts mainly 
laterally so that the minimum coincides with the adapta- 
tion point on the Y V  axis; there are also small vertical 
shifts in the curve so that the minimum threshold is 
a monotonically increasing function of the level of S-cone 
excitation by the adapting light. Craik (1938) conjectured 
that this adaptation could be due to gain changes in 
mechanisms with a limited response range. Barlow (1969) 
and others have shown that the contrast response of 
ganglion cells at different adaptation levels is in accord 
with this conjecture. Zaidi et al. (1992) showed that the 
shifts in threshold curves along the Y V  axis is consistent 
with independent multiplicative gain changes in the S and 
L + M paths. In general the shift in response range due 
to multiplicative gain changes as a function of adapting 
level provides an adequate explanation for adaptation to 
backgrounds that are uniform in time and space. 

The present procedure consisted of adaptation to 
a background whose color varied in time. Similarly, 
adaptation to drifting spatial sinusoids (Greenlee and 
Heitger 1988) is adaptation to a background whose color 
varies in both space and time. The results in Figs. 4A, B 
and in Greenlee and Heitger (1988) require a change in 
shape of the response function. The theory we propose in 
this section requires that the response function of each 
mechanism be adjusted not just by the mean level of the 
adapting background, but by the distribution of excita- 
tion levels in the adapting stimulus. 

We will assume without loss of generality, that on the 
positive side of the adaptation point, for each mechanism 
0 ~< Q ~< 1, 0 ~< R ~< 1, and the probabilities of occur- 

rence of different levels of input and response are 
OQ(q) = Prob(Q = q), ~R(r) = Prob (R  = r). We con- 
strain the response, R =f(Q),  to be a continuous and 
monotonically increasing function of Q, so that r =f (q)  
and q = f -  l(r). If the differential response of the mechan- 
ism at each input level is set equal to the relative 
frequency of that input level in the adapting stimulus: 

dR 
dQQ=~ -- ~o.(q) (18) 

Then: 
q 

r = ~ ~q(y)dy (19) 
0 

�9 Q(q) versus q is the histogram of the distribution of 
input values. R is therefore set equal at each input level to 
the cumulative probability distribution of Q. This implies 
that ~R(r) = 1 for all 0 ~< r ~< 1, because 
r 

S~R(x)dx = Prob(R  ~ r) = e r o b [ f ( O )  <<. r] 
0 

= Prob [Q <~ f - a  (r) = q] 
q 

= S OQ(y)dy = r (20) 
0 

As a result of this process, each response level is equally 
probable, i.e. the entire dynamic range of the mechanism 
is used most efficiently. A symmetric analysis would be 
performed on the negative side of the adaptation point. 
Since the histogram of input values to the three cardinal 
mechanisms provides a global description of a stimulus, 
this process enhances the effective contrast in an adapt- 
ing stimulus, similar to the histogram modification tech- 
niques used in digital image enhancement (Rosenfeld and 
Kak 1982; Gonzalez and Wintz 1987). Swain and Ballard 
(1991) describe other useful aspects of three-dimensional 
color histograms. 

We now derive the implications of response equaliza- 
tion for a mechanism adapted first to temporal modula- 
tion of its inputs, and second to a steady average level. 
For a triangular wave of unit contrast, ~Q(q)= con- 
stant = 1/ct. Therefore, by this theory, after adaptation to 
triangular modulation is complete, R = Q/ot. Because R is 
a linear function of Q, the predicted probe thresholds will 
all equal ~, i.e. the threshold curve will have zero slope 
with an intercept equal to ~. For a sinusoidal modula- 
tion, �9 Q(q) has a bowed shape with a minimum at W. 
Therefore, in the post-adaptation condition, the thre- 
shold curves should slope downwards from W. In gen- 
eral, we find the post-adaptation curves, as in Fig. 4A, B, 
have shallower slopes than the pre-adaptation curves, 
but are not even completely fiat. There is one example of 
a downward slope in Shapiro and Zaidi (1992b), and 
Greenlee and Heitger (1988) found flat post-adaptation 
contrast discrimination curves when stimuli were re- 
stricted in spatial frequency. The changes in the slopes 
are therefore in the direction predicted by theory, but the 
magnitude of the change is less than the predicted. 
Whether this is due to less than complete adaptation 
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needs to be tested. For a steady uniform field at W, 
�9 Q(q) = 1 for q = 0, and t/iQ(q) = 0 elsewhere. This the- 
ory predicts that R should be a step function of Q at zero, 
and that there should be perfect discriminability of any 
transition from Q = 0, but no discriminability at any 
other input level. This state of affairs is obviously never 
reached. It is unreasonable to expect a maximum re- 
sponse to the smallest perturbation from the dc level, and 
there is probably a limit to how much ~ can be decreased 
and fl increased in the function in (3). It may also be 
possible that the most efficient use of the dynamic range 
is not a uniform probability distribution of response 
levels, but rather ~R(r) = g(r), where g is some smooth 
function that weights factors like reliability and meta- 
bolic cost. In this case the optimal response function will 
be R = g-  1 if(Q)] wheref(Q) is the cumulative distribu- 
tion. This theory is tentative, because although it is 
consistent with some observations, it has not yet been 
tested critically. With presently existing data it is not 
clear whether the effective aspect of the adapting stimulus 
is the shape of the histogram or just the range of input 
values. 

There are two complexities in relating the response 
equalization process to physiological measurements. 
First, the responses of cortical neurons have been 
measured after prolonged luminance modulation (e.g. 
Movshon and Lennie 1979; Sclar et al. 1989), but not 
after prolonged chromatic modulation. Second, it is not 
clear whether the psychophysically inferred response lin- 
earization is related to the response of single neurons or 
to the combined response of an aggregate of neurons. In 
macaque V1 neurons, adaptation to high-luminance- 
contrast sinusoidal gratings of optimal spatial frequency 
and orientation changes the parameters of the contrast- 
response function, so that detectability of low-contrast 
gratings is reduced but the discriminability of high-con- 
trast stimuli is improved by extending the operating 
range (Sclar et al. 1989). Therefore, even in individual 
neurons the response curve is shaped to some extent by 
the history of stimulation. Laughlin (1981) has provided 
evidence that the input-output function of inter-neurons 
in the fly's eye is matched to the expected distribution of 
contrasts in natural scenes. 

15 Adaptation, memory and learning 

In visual perception, stored knowledge about naturally 
occurring distributions and associations is essential 
in making veridical inferences (von Helmholtz 1925). 
Barlow (1990) has pointed out that learning and adapta- 
tion both involve acquisition, storage, and use of 
background knowledge of the sensory environment. This 
paper provides evidence for adaptation to associations 
and distributions of input values. Since information 
about these qualities is contained in the parameters of the 
model, it is tempting to think that associative memory 
may be built upon successive adaptations of these types. 
However, a number of considerations suggest caution. 
The functional models discussed in this paper optimize 
the efficient representation of signals for the next stage of 

processing, and are not concerned with learning a specific 
set of inputs. Learning facilitates the choice of the appro- 
priate response from among multiple stored responses, 
whereas adaptation matches sensitivity to stimulation 
within a limited interval and is useful only to the extent 
that the present distribution of lights is similar to the 
preceding history. Moreover, even though adaptation to 
comPlex attributes is slower than dc adaptation, the time 
courses of acquisition and decay are fairly similar -decay 
is simply adaptation to a new stimulus. For useful stored 
knowledge, the rate of decay should hopefully be much 
slower than the rate of acquisition. On this basis, the kind 
of long-lasting adaptation involved in the McCollough 
(1965) effect may be more similar to the process involved 
in learning (Barlow and Foldiak 1989). 

16 Discussion 

The results of this study are relevant to two issues: 
(i) human color vision mechanisms subsequent to the 
opponent combination of cone signals, and (ii)visual 
adaptation to modulated stimuli. When the two oppo- 
nent-color mechanisms are simultaneously stimulated for 
a prolonged period, chromatic discrimination and ap- 
pearance are affected in a manner that depends on the 
magnitude and sign of the correlation. Simulations show 
that these effects can be explained by a simple modifica- 
tion to traditional color theory, i.e. by allowing an 
adaptable linear interaction between the two opponent 
mechanisms. The magnitude and sign of interaction 
change in a manner that is consistent with an adaptive 
orthogonalization process. It remains to be seen whether 
this simple form of interaction is sufficient to explain the 
effects of correlated stimulation that is not confined to 
a single color line. In addition, prolonged stimulation 
modifies the response of each opponent mechanism as an 
adaptive function of the distribution of inputs, rather 
than of just the mean input level. In the response equal- 
ization process proposed here, the shape of each response 
function is set by matching differential sensitivity to the 
relative frequency of input levels. This process is optimal, 
but unrealistic in that it requires the visual system to 
extract the complete frequency distribution of input 
levels. It remains to be tested whether the results can be 
explained in terms of adaptation to a discrete set of 
low-order moments of the adapting distribution. 
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